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ABSTRACT

In this paper, an adaptive learning solution based on surrogate

models is investigated under reverberant scenarios. A new

surrogate selection criteria is proposed, leading to a higher

discrimination among models. The method is evaluated con-

sidering a classic source classification approach with ROC

and AUC analysis. Furthermore, the Bhattacharrya distance

is adopted to measure the separability of selected signals in

the feature domain, whereas the sparse coding capability of

each selected model is evaluated with the K-SVD. Results

show that the proposed solution improves classification ac-

curacy and class separability while providing a reduction on

sparse coding reconstruction error for all scenarios. Further

experiments with pH feature vector fusion improved the clas-

sification accuracy of adaptive learning solutions.

1. INTRODUCTION

Reverberation is ubiquitous in urban acoustic environ-

ments. The acoustic reflection on walls and objects may alter

target signals in indoor or outdoor scenarios. This condition

changes characteristics of speech [1, 2, 3] and can also im-

pact acoustic source classification [4, 5, 6]. The recognition

of environmental sound has been a topic of great concern in

the signal processing and machine learning research areas

[7, 8, 9, 10]. Typical applications include surveillance, hear-

ing aid, smart home and robot navigation. A key challenge

for such systems is to select relevant observations among

limited labeled acoustic samples that are able to represent the

natural phenomena and than guarantee a robust classification

under temporal and spectral distortions such as reverberation.

The sound propagation is usually described by the room

impulse response (RIR) which is typically characterized by

the reverberation time (T60) and the direct-to-reverberant ra-

tio (DRR). These parameters describe the effect duration and

intensity relative to the direct signal, respectively. By select-
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ing the most informative signals, active learning (AL) solu-

tions [6, 10] can be good strategies to overcome inevitable

mismatches caused by a diversity of acoustic environments.

Furthermore, more informative signals lead to a better dis-

crimination among acoustic sources.

The adaptive learning with surrogate assistance (ALSS)

solution proposed in [6] is divided in two main steps: surro-

gate signals generation and selection. In this work, a new sur-

rogate selection criteria is adopted to increase the discrimina-

tion capacity of acoustic sources under real reverberation sce-

narios, named the modified ALSS (ALSSmod). The learning

approach requires no human effort for unlabeled data and is

implemented on reverberation free signals available as train-

ing data for acoustic models. The goal is to overcome the

mismatch of tested reverberated signals by selecting more dis-

criminative ones using only the information provided by the

training data. Surrogates consider the Kurtosis ratio (K), the

power spectral density (PSD) and the index of nonstationary

(INS) [11] of labeled data to create new stochastic models.

The active learning experiments are conducted consider-

ing eight acoustic sources with different nonstationarity de-

gree for four real reverberation scenarios. A classical clas-

sification procedure based on mel-frequency cepstral coeffi-

cients (MFCC) and Gaussian mixture models (GMM) is first

adopted for evaluation. Results show an increment of 12.5
percentage points (p.p.) above the reverberation free scenario

for a room with small T60. For the most challenge reverberant

condition, the ALSSmod increases the average classification

rate and achieves values similar to the reverberation free envi-

ronment. The ROC curve and the area under curve (AUC) are

analyzed for all rooms. AUC increments are observed espe-

cially for the most nonstationary acoustic sources. Moreover,

the Bhattacharrya distance (Bd) [12] is selected as a measure

of separability between chosen signals in the MFCC domain.

Selected matrices are also evaluated in terms of sparse cod-

ing reconstruction error for the dictionary learning technique

K-SVD [13]. An increase in Bd and a reconstruction error

reduction is assessed in all scenarios confirming the discrim-

ination capacity of the AL solution. Finally, the pH feature

vector [14][15] is also investigated for source classification,

leading to a further 3.5 p.p. average accuracy improvement.
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2. ADAPTIVE LEARNING WITH SURROGATE

ASSISTANCE

The ALSSmod technique is here presented considering the

stages of generation and selection of surrogate signals. The

first stage follows the steps of [6] and is succeeded by the pro-

posed surrogate selection criteria. The main goal of ALSSmod

is to select an acoustic model λc that better discriminates a

target class c among others and leads to a more robust scheme

under acoustic distortions such as reverberation.

For that purpose, consider a set of training acoustic sig-

nals {Φ0
c |c = 1, . . . , C}, one for each of C classes. A feature

matrix Y 0
c is extracted from Φ0

c and then used to obtain an ini-

tial acoustic model λ0
c . The learning solution is implemented

based on the generation of M nonstationary surrogate signals

{Ψm
c |m = 1, . . . ,M} using the statistics of training samples.

Then, a set of matrices Y m
c is extracted from these surrogates,

leading to a new set of acoustic models λm
c . The most infor-

mative acoustic model λc is finally obtained by comparing

λm
c to the original model λ0

c depending on some criteria.

The surrogate generation works on a frame-by-frame ba-

sis. Given a reference signal {x(t)}, a division on Q short-

time frames is performed with 50% overlapping. For each

frame q, the algorithm is divided in three steps:

1. Generation of a random sequence of uncorrelated sam-

ples {yq(t)} with amplitude distribution defined by the

Kurtosis ratio of {xq(t)} as in [16],

2. The {yq(t)} is passed through a finite impulse response

(FIR) filter computed based on the target PSD [17, 18,

19] to obtain artificial samples {ȳq(t)},

3. Short-time segments are adjusted depending on the tar-

get signal INS value and are than concatenated to form

a single surrogate {y(t)}.

Possible PSD peaks are incorporated to Step 2 as in [6]. The

PSD peak detection is performed on the basis of the sum of

moving average with the standard deviation of L neighbor-

ing points multiplied by a factor F. Therefore, surrogate sig-

nals present short-time amplitude distribution, PSD decay and

nonstationary behavior similar to a target signal {x(t)}. Fig.

1 depicts INS values and spectrograms from a real signal and

two surrogates. These surrogates are obtained with parame-

ters: L = 16 and F = 1.6 for Fig. 1 (b) and L = 64 and

F = 2.0 for Fig. 1 (c). INS values are calculated consider-

ing scales of Th/T where T = 5 s is the total duration and

Th is the signal length on analysis. The green dashed line

represents the stationary threshold γ ≈ 1. Note that the INS

behavior is considerably similar for real signal and surrogates

and the spectrograms energy are primarily concentrated at the

same spectral regions.

A new surrogate selection criteria is proposed in this work

for the ALSSmod. Different from ALSS [6], in this paper the

average of all classes classification rate RΓ is considered for

the learning process, whereΓ stands for the number of models

replaced at a given moment. Let Rc represent the percentage
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Fig. 1. INS and spectrogram of (a) Dogs source and its surro-

gates (b)-(c) generated with different parameters L and F .

of correctly recognized trials for a class c and Rm
c the accu-

racy rate for a new model λm
c obtained from a surrogate m. A

model replacement (Γ + 1) occurs for λm
c , if λm

c simultane-

ously increases the average classification rate (RΓ+1 > RΓ)

and the model accuracy rate (Rm
c > Rc). For this case:

λc ← λm̂
c , where m̂ = max

1≤m≤M
RΓ+1. (1)

The learning procedure is considered adaptive for a novel

set of surrogate can be created whenever a new data set is

available. Furthermore, the criteria adopted in ALSSmod se-

lect the most discriminative models searching for the maxi-

mum average classification rate considering all surrogates.

3. SPARSE CODING FOR FEATURE MATRICES

The discrimination power of the learning solution can

also be applied to sparse coding approaches. To this end,

the K-SVD [13] dictionary learning is adopted considering

feature matrices. Given a matrix of interest Y, the sparse

coding procedure aims to better express each column of

Y as a linear combination of T0 atoms of a dictionary D.

Therefore, the K-SVD objective function can be written as

minD,X ||Y −DX||2F subjected to ||xi|| ≤ T0 ∀i, where xi

is the ith column of X. The K-SVD solves the minimiza-

tion problem by updating each column of D and its relevant

coefficients on X through a generalization of the k-means.

In this work, a dictionary Dc is learned from each feature

matrix after the surrogate selection. The idea is to reconstruct

the reverberated signals feature matrices using the Dc vector

space with the smallest possible reconstruction error.

4. EXPERIMENTS AND RESULTS

In order to evaluate the proposed ALSSmod technique in

reverberant scenarios, four RIRs at 22050 Hz were selected

from the AIR [20] and LASP RIR1 databases. Rooms Meet-

ing, LASP1, LASP2 and Stairway present T60 and DRR val-

ues of {0.36, 0.65, 0.79, 1.00} and {2.7,−3.1,−4.3,−3.4},
respectively. The Meeting room holds the smallest T60 and

1 Available at lasp.ime.eb.br
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Fig. 2. The ALSS and ALSSmod classification accuracy with

MFCC-GMM for rooms Meeting (a), LASP1 (b), LASP2 (c)

and Stairway (d).

highest DRR values. On the other hand, the LASP2 and

Stairway are the most challenging condition with highest

T60 and lowest DRR. Experiments are conducted consider-

ing a total of eight acoustic sources1: Chainsaw, Dogs, Fan,

Rain, Shower, Siren, Subway and Waterfall. Three different

5-second signals are adopted for each source for acoustic

model generation, surrogate selection and reverberated tests.

The learning process is implemented with 2, 4, 6, 12, 18 and

24 surrogates for L ∈ [16, 64] and F ∈ [0.6, 2.0] as in [6].

A multi-class classification experiment is first designed

to assess the ALSS and ALSSmod improvement on average

accuracy in reverberant scenarios. Feature matrices are com-

posed of 12 MFCC vectors, extracted every 20 ms with 50%

overlapping. A GMM model is implemented with five com-

ponents. The classification is performed between each model

and feature vector obtained from test signals according to the

maximum likelihood criterion.

Fig. 2 illustrates both adaptive learning solutions for

the four reverberant rooms. The blue squares represents the

scheme without learning. As a reference, the classification

accuracy for a reverberation free environment without any

learning procedure is represented as a red dashed line. Note

that reverberation decreases the accuracy values from 63.6
down to 41.8 for the LASP2 room. Because of its surro-

gate selection criteria, the ALSSmod progressive improves the

classification for all conditions and outperforms the ALSS in

most reverberant scenarios. The proposed method achieves

an average accuracy around 60 for the three most challenging

cases for 24 surrogates. Furthermore, the ALSSmod is able to

improve the classification up to 76.1 for the Meeting room,

which is an increment of 12.5 p.p. compared to a reverberant

free environment and 9.5 p.p. higher than the ALSS accuracy.

This result highlights the ability of the proposed technique

to better discriminate audio classes under reverberation. The

use of 24 surrogates suffices to reach the best result in most

0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

T
ru

e
 P

o
s
it
iv

e
 R

a
te

Chainsaw (0.78)
Dogs (0.90)
Fan (0.96)
Rain (0.88)
Shower (0.98)
Siren (0.80)
Subway (0.90)
Waterfall (0.58)

0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

T
ru

e
 P

o
s
it
iv

e
 R

a
te

Chainsaw (0.70)
Dogs (0.94)
Fan (0.87)
Rain (0.71)
Shower (0.99)
Siren (0.81)
Subway (0.73)
Waterfall (0.54)

(a) (b)

0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

T
ru

e
 P

o
s
it
iv

e
 R

a
te

Chainsaw (0.72)
Dogs (0.95)
Fan (0.88)
Rain (0.75)
Shower (0.99)
Siren (0.78)
Subway (0.74)
Waterfall (0.55)

0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

T
ru

e
 P

o
s
it
iv

e
 R

a
te

Chainsaw (0.67)
Dogs (0.96)
Fan (0.86)
Rain (0.77)
Shower (0.97)
Siren (0.82)
Subway (0.93)
Waterfall (0.31)

(c) (d)

Fig. 3. ROC curves and AUC without learning for rooms

Meeting (a), LASP1 (b), LASP2 (c) and Stairway (d).
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Fig. 4. ROC curves and AUC with ALSSmod for rooms Meet-

ing (a), LASP1 (b), LASP2 (c) and Stairway (d).

cases, therefore it is adopted in the remaining of this work.

Figs. 3 and 4 depict the true positive and false positive rates

on a ROC curve for each source considering reverberated

tests without any learning approach and with the ALSSmod

solution, respectively. These rates are of great interest to

evaluate the discrimination between sources. Moreover, the

Area Under Curve (AUC) is also detailed for each class. The

false positive rate for a particular class is measured consider-

ing test signals belonging to all the other classes. Note that

the most nonstationary sources Siren and Chainsaw present

relatively small AUC without the ALSSmod solution. The

proposed technique improves the classification of all sources

for the Meeting room. With the learning approach all AUC

are greater than 0.88 and the average AUC increases from

0.85 up to 0.94. Considering the other rooms almost all AUC

values are improved, with the exception of sources Dogs and

Waterfall. As the most discriminative models are selected

based on the overall classification rate, this configuration led
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Fig. 5. Average pairwise Bhattacharrya distance.

to the best average result. For rooms LASP1, LASP2 and

Stairway, the respective mean AUC of 0.79, 0.80 and 0.79
are increased to 0.84, 0.85 and 0.83 with ALSSmod. It is

important to notice that the AUC values for the most nonsta-

tionary sources (Chainsaw and Siren) significantly increases

for all reverberant rooms. The highest AUC increment for

the Chainsaw source is obtained on the Stairway room with

values from 0.67 to 0.83. For the Siren source, the values

varied from 0.80 up to 0.95 for the Meeting room.

As the ALSSmod aims to obtain the most discriminative

model for a class, it is essential to examine this condition for

all selected signals. The Bhattacharrya distance (Bd) is con-

sidered to assess the separability of classes in the MFCC do-

main for both learning techniques. Given different classes c1
and c2, the Bd for two Gaussian distribution is defined by

Bd = 1

2
ln

|Σ1+Σ2|
2

|Σ1|
1
2 |Σ2|

1
2

+ 1

8
(µ1 − µ2)

T
(

Σ1+Σ2

2

)−1
(µ1 − µ2), (2)

where µc and Σc accounts for the mean vector and covari-

ance matrix of class c, respectively. Figure 5 shows the total

average distance computed pairwise and normalized across

observations for each room. Learning methods increase the

separability of classes in all scenarios. The highest distance

gain among classes is observed for the LASP2 room with

∆Bd= 0.18x10−2 for the ALSSmod. LASP1 and Meeting

rooms led to improvements of 0.17x10−2 and 0.16x10−2 for

the ALSSmod and 0.07x10−2 and 0.11x10−2 for the ALSS.

On average, the separability of classes raised from 4.44x10−2

to 4.56x10−2 with the ALSSmod, while attaining 4.53x10−2

for the ALSS. Theses results reinforce the ability of the pro-

posed technique to select discriminative signals.

Informative models can also be beneficial to sparse cod-

ing. In this work, the K-SVD algorithm generates sparse vec-

tors using the surrogate MFCC matrices selected surrogates

by ALSSmod. For each acoustic source, the K-SVD is set to

80 iterations to learn a 12x12 dictionary Dc. The OMP was

applied with T0 = 6 nonzero elements. Learned dictionaries

are employed to reconstruct each test observation feature.

Figure 6 illustrates the reconstruction error of reverber-

ated test feature for each room. The adaptive learning tech-

nique reduces the reconstruction error in all scenarios. The

maximal average decline is achieved by ALSSmod for rooms

Meeting and LASP2 with values varying from 1.46 to 1.24
and 1.74 to 1.49, which represent a 15% error reduction. The

comparable ALSS values are 1.37 and 1.64. Moreover, the

ALSSmod attains a 14% reduction for rooms LASP1 and Stair-

way, followed by 5% and 8% for the ALSS solution. This re-
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Fig. 6. The K-SVD reconstruction error.
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Fig. 7. Average classification accuracy considering MFCC

and pH+MFCC for rooms Meeting (a) and Stairway (b).

sult corroborates on the ALSSmod capacity to select discrimi-

native, separated and informative models resulting on a more

robust scheme regarding the reverberation effect. As pre-

liminary experiments on the subject, it is also presented in

this paper the usage of 7 pH feature vectors [14][15] for non-

stationary acoustic sources classification under reverberation.

The pH consists of a vector of Hurst exponent (H) values

that express the time-dependence or scaling degree of acous-

tic signals. Therefore this feature could be used to discrimi-

nate non-stationary acoustic sources.

Fig. 7, illustrates the learning procedure for rooms Meet-

ing (a) and Stairway (b) with the pH+MFCC feature fusion.

The ALSSmod with pH+MFCC leads to the highest classifi-

cation accuracy of 78.4 and 63.7 for these rooms. Which

represent a 3.5 p.p. average classification improvement. Fur-

thermore, both ALSS and ALSSmod with pH outperform the

learning without pH for most of the surrogate cases. This in-

dicates that the pH feature vector could be incorporated on

future surrogate learning approaches as its adoption leads to

classification accuracy that surpass current learning solutions.

5. CONCLUSION

An adaptive learning method was investigated for the se-

lection of surrogate models to increase their discrimination

power under real reverberation distortions. A new surrogate

selection criteria was proposed and evaluated considering the

MFCC-GMM classification with average rate, ROC curve and

AUC values. The Bhattacharrya distance and the K-SVD

were adopted to assess separability and derive sparse cod-

ing information of selected signals. Results showed that the

ALSSmod improved classification accuracy and class separa-

bility providing a reduction on sparse coding reconstruction

error for all scenarios. It was also shown that, the pH fea-

ture vector can significantly increase the nonstationary source

classification accuracy under reverberation.
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